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Abstract
Deciding whether to allow an automated vehicle (AV) to merge in
front can present a complex negotiation for human drivers. To ad-
dress this, we explored the human-machine interface (HMI) design
for merge negotiation between a manually driven vehicle and an
AV from the human driver’s perspective. We developed five HMI de-
signs, each integrating different combinations of visual cues, haptic
alerts, and explicit approve and reject controls. They were evalu-
ated together with two baseline conditions in a video-based driving
simulator. The results of Likert-scale ratings indicated that HMI
designs with explicit accept and reject controls received higher
mean ratings in communication clarity, perceived adequacy, safety
perception, trust in AV behaviour, and decision-making efficiency
than those without such controls. Open-ended feedback further
suggested that these HMIs may foster a stronger sense of control
and reduce perceptions of aggressiveness. Based on the findings,
we outlined three preliminary design considerations for HMIs that
support merge negotiation between AVs and human drivers. This
work offers early guidance and sets the stage for future research
on integrating diverse modalities and driver inputs (e.g., explicit
approve and reject controls) into HMI design for merge negotiation.
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1 Introduction
Traffic environments are increasingly characterised by mixed traf-
fic, where automated vehicles (AVs) and manually driven vehicles
(MDVs) share the road [7, 16]. Since AVs inherently lack traditional
human-centred communication cues [3]—such as eye contact or
hand gestures—shown to be important for close and ambiguous en-
counters, it is critical to develop Human-Machine Interfaces (HMIs)
to promote safe and smooth interactions between AVs and MDVs.
This paper explores HMI designs that support human drivers in
interactions with an AV attempting to merge in front of them. Merg-
ing is a manoeuvre initiated by the ‘merging vehicle’ (in this case,
the AV) that changes from its current lane into an adjacent lane of
the ‘receiving vehicle’ (in this case, the MDV)[9]. In conventional
MDV–MDVmerge scenarios, drivers of both merging and receiving
vehicles need to continuously adjust their behaviour to negotiate
and maintain a smooth traffic flow. For AV-MDV merge scenarios,
however, it can become complex for a human driver when an AV
attempts to merge into their lane, as the absence of human-centred
communication cues[8] can make it harder to interpret the AV’s
intent. Previous research has shown that, in some cases, human
drivers may experience increased anxiety and discomfort when
interacting with AVs[12].

1.1 Interaction Design for a Merge Scenario
For interactions in merge scenarios, previous research has investi-
gated HMI designs that provide warning or guidance information.
For example, Duan et al. [5] investigated the effects of audio warn-
ing messages on drivers’ merging performance, while Wang et
al. [18] studied HMIs offering guidance and warning information
through displays. The study of Gwak et al. [10] showed that an
external HMI on an automated truck, indicating its merging area,
helped surrounding drivers avoid collisions. Overall, these studies
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have focussed on one side (either merging or receiving vehicles) of
the merging interaction: HMIs for merging vehicles provide cues to
help drivers assess merge opportunities and improve merging per-
formance, while HMIs for receiving vehicles aim to reduce potential
conflicts and maintain smooth traffic flow by providing information
about the merging vehicle.

Bengler et al. [1] define cooperation in human-machine interac-
tion as “a relation between human and machine where the interac-
tion or interference between the two (or more) partners occurs with
shared authority in dynamic situations”. Building on this definition,
Zimmermann and Bengler [19] proposed a cooperative interaction
concept for the lane-change scenario between two highly auto-
mated vehicles using a prototypical multimodal HMI, allowing
the receiving party to approve or reject the other vehicle’s lane-
change request. While focussing on the interaction between highly
automated vehicles, the cooperative interaction concept and the
use of multimodal HMI offer insights that may also be relevant to
AV–MDV merge scenarios.

1.2 Modalities in HMI Design for AVs
HMI modalities have been explored in AV interactions. However,
the effectiveness of modalities can vary in different contexts. For
example, in AV-pedestrian interactions, Dey et al. [4] investigated
the effect of multimodal external HMIs on pedestrians’ willingness
to cross the road by comparing different modality conditions: light,
sound, and their combinations. They found no objective change in
pedestrians’ willingness to cross the road regarding different eHMI
modalities, although subjective preferences varied, and some par-
ticipants even disliked multimodal eHMIs. In driving scenarios for
drivers in highly automated vehicles, Manawad et al. [13] developed
and evaluated a multimodal HMI that integrates touchscreen, hand
gesture, and haptic inputs for tactical driving tasks (e.g., lane chang-
ing, overtaking, and parking). In the driving simulator study, the
multimodal system reduced driver workload, improved interaction
efficiency, and minimised input errors compared with unimodal
interfaces, demonstrating its effectiveness in supporting complex
driving manoeuvres. These studies indicate that the role of HMI
modalities can vary across contexts, underlining the potential and
need for exploration in different AV interaction scenarios.

1.3 Aim of this Study
Building on previous work, this study focusses on the human dri-
ver’s perspective in AV–MDV merging interactions. The aim of
this study is to explore how explicit approve and reject controls
over an AV’s request to merge, together with multimodal HMI de-
signs, influence drivers’ experience in AV–MDV interactions in a
merge scenario. The insights aim to inform future research and
HMI design for AV–MDV interactions in mixed-traffic scenarios.

2 Method
A simulator studywas conducted to examine HMI designs for merge
scenarios. The study was approved by the Ethical Review Board of
Eindhoven University of Technology.

Figure 1: Schematic diagram of a merge scenario on a two-
way, six-lane urban road. Speed: 30 km/h; black car: the par-
ticipant’s MDV; white car: the merging AV; red cars: other
vehicles on the road.

2.1 Apparatus and Study Setup
As shown in Figure 1, the merge scenario took place on a two-way
six-lane urban road: the participant’s car (an MDV) occupied the
centre lane, while an AV in the adjacent right-hand lane prepared
to merge into the participant’s lane.

To simulate the merge scenario, we developed and rendered
videos using Unity 2022.1.23f1 (https://www.unity.com). The envi-
ronment and the generated videos are available in Supplementary
Material. The videos depicted a vehicle in the adjacent right lane
initiating a merge in front of the participant’s car, presented from a
first-person perspective. To reflect participants’ input in the interac-
tion, two types of videos were created showing different outcomes:
one in which the merging vehicle completed the manoeuvre, and
another in which the merge request was rejected and the vehicle
remained in its lane. The videos also included other vehicles, pedes-
trians, and roadside architecture, representing daily driving envi-
ronments. These videos were integrated into a stationary driving
simulator setup using a single forward-facing screen (see Figure 2).
The simulator included a car seat, a Ford steering wheel, pedals,
and a gear shift (see Figure 2d). Among these, only the screen and
the steering wheel were used for interaction; the other components
were present to resemble an MDV interior.

2.2 HMI Concepts and Prototypes
We developed our HMI concepts into interactive prototypes using
threemodalities. As shown in Figure 3, thehead-up display (HUD)
was designed to help human drivers perceive the intentions of the
AV by projecting the merge notification, intended merging path,
and merge requests with corresponding approve and reject prompts
in HMIs that offer this feature. In our design, the intended merging
path was shown using a cyan overlay. This colour is selected for its
contrast to the driving scene and its established use in automated
driving communication[2].

A haptic alert in the steering wheel was designed to indicate
the merging intention through vibration pulses using a vibration
motor (with a frequency of approximately 490 Hz) driven via Ar-
duino Uno (https://docs.arduino.cc/hardware/uno-rev3/). Each hap-
tic alert consisted of two vibration pulses (150 ms duration, 100 ms
interval). It provides a non-visual channel for communication. Pre-
vious research has explored such haptic cues in driving as a means
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Figure 2: Video-based driving simulator scenarios and setup: (a) participant’s view; (b) an MDV without a blue overlay; (c) an AV
marked with a blue overlay; (d) a participant seated in the simulator cabin, interacting with the steering wheel HMI while
viewing the scene on the front screen.

Figure 3: HUD concepts of different stimuli shown in two parts: merge notification (common in stimuli 3-7) and intended
merging path. (a) Intended merging path in stimuli 3–4: ; (b-d) Intended merging path with corresponding prompts for approve
and reject actions (for stimuli 5–7).

to supplement visual information when attention is divided[17]. To
allow participants to respond to a merge request, we designed three
input interfaces and integrated them into the steering wheel. As
shown in Figure 4a, two thumb-accessible buttons for ‘approve’ and
‘reject’ enable drivers to communicate their decisions on the merge
request. The buttons were positioned to allow operation while hold-
ing the steering wheel, with the two commands placed in separate
locations. The ‘approve’ button was cyan (see Figure 4a and 4d) to
achieve greater visual contrast with the dark steering wheel surface
and to maintain visual consistency. The ‘reject’ button was red.
The other two designs of the input interface were gesture-based,
both using four 3D-printed paddles integrated in the lower front
and rear positions of the steering wheel rim (see Figure 4b and 4d).
The gesture-based interfaces were both operated using two ges-
tures: pulling ( Figure 4b) and pushing ( Figure 4c). Push–Pull
Gesture Interface A mapped pushing as reject, mirroring the
driving action of pressing the accelerator to speed up and block a

merge, while pulling to approve corresponded to decelerating to
yield. Push–Pull Gesture Interface B inverted this mapping to
control for potential biases in evaluating gesture-based HMIs due
to mapping preferences, while retaining the same hardware lay-
out. Both designs allowed drivers to respond without moving their
hands away from their grip positions, aiming to support steering
stability and reduce reaction time. Conditions ‘No HMI’ served as
baseline conditions, in which there are no additional HMIs except
for the conventional indicators.

These interfaces were combined into five distinct HMI systems
and integrated into the driving simulator using ProtoPie(https://
www.protopie.io/) and Arduino(https://docs.arduino.cc/hardware/
uno-rev3/) setup. The corresponding Arduino code is provided in
Supplementary Material. In addition, two baseline stimuli were
included—one in which the merging vehicle is an AV and the other
in which the merging vehicle is an MDV. In all cases, the AV was
visually identified by a semitransparent blue overlay, while the
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Figure 4: Input interfaces and the physical implementation on the steering wheel: (a) thumb-accessible buttons; (b) pull gesture;
(c) push gesture; (d) physical prototypes mounted on a steering wheel.

MDV did not have any overlays (see Figure 2 b-c). For each stimulus,
the detailed combinations of modalities and the information and
controls included are summarised in Table 1.

2.3 Procedure
Fifteen participants (9 females, 6 males; all holding a valid driver’s
licence) took part in the study. Three participants were between 18
and 23 years old, 11 between 24 and 29 years old, and one between
30 and 39 years old. Twelve participants were from East Asia, one
from South Asia, and one from Europe. Eight participants had a
bachelor’s degree, and seven had a master’s degree as their highest
level of education.

Upon arrival, participants completed a consent form and a brief
demographic questionnaire. They were then briefed on the purpose
of the study and the operation of the HMIs. The AVwas described to
participants as a vehicle operating without direct human interven-
tion. Before the experiment began, they watched and experienced
two first-person driving perspective videos featuring ordinary driv-
ing as test trials. The experiment started after the test trials. Each
participant experienced all seven stimuli in random order. Each
trial (one stimulus presentation) lasted approximately 30 seconds.

2.4 Measurements
After each trial, participants completed a post-stimulus question-
naire. The questionnaire consisted of five statements rated on a five-
point Likert scale (1 = Strongly disagree, 5 = Strongly agree), with
items adapted fromMatthews et al.[14] and Liu et al.[11]. It assessed
communication clarity (“The communication is clear.”), perceived
adequacy (“The communication is adequate.”), safety perception (“I
feel safe about the interaction with the target car in this situation.”),
trust in AV behaviour (“I trust the AV will take appropriate actions.”),
and decision-making efficiency (“This interaction/communication is
efficient for me to make decisions.”).

In addition, participants were invited to provide open-ended
feedback after each trial, where they shared general remarks and
described what they liked and disliked about the interaction. All
feedback was recorded using a GoPro HERO 13 action camera
and transcribed using the OpenAI Whisper speech recognition
model[15].

3 Results
3.1 Post-stimulus Questionnaire Responses
Figure 5 presents the mean ratings (± SE) for the five post-stimulus
items of the seven stimuli. The results showed that stimuli 1-4 (S1-
S4), which lack explicit accept and reject controls, received lower
mean ratings than S5-S7, in which the HMIs include HUD, haptic
alert, and explicit accept and reject controls. Among S5-S7, the
HMIs that used the button configuration for explicit accept and
reject controls yielded the highest mean ratings across all five items,
followed by the ones that used two gesture-based interfaces.

3.2 Feedback from open-ended questions
To summarise open-ended feedback, we synthesised participants’
responses into six preliminary themes that captured their user
experience (see Table 2). Mentions of Perceived safety and trust
appeared in all stimuli except Stimulus 6 (S6). The mentions ranged
from feeling unsafe—e.g., “It’s dangerous to let it merge into my road”
(S2)—to increased feeling of safety and trust in interaction—e.g.,
“I feel safer since it provides more information (through HUD)” (S3).
Perceived aggressiveness and rudeness was mentioned only in S1–S4
(e.g., “This AV is aggressive since the AV should be conservative and
should not cut in line (without permission)”), which were stimuli
without explicit accept and reject controls, suggesting that the
merging vehicle in these conditions may be interpreted as less
considerate or less cooperative in merge negotiations. While Lack
of control was mentioned in S1–S4, Sense of control appeared only
in S5–S7. This suggests that HMI designs in S5-S7 may foster a
greater sense of control. Participants also mentioned Clarity of
interaction (5–10 mentions across all stimuli). These ranged from
perceived clarity of the interaction (e.g., “The options to accept and
reject are clear and direct” in S7) to perceived lack of clarity in
interaction (e.g., “I’m not sure when the vehicle will merge” in S3).
Mentions of Placement and ergonomicswere observed only in S5–S7,
mainly referring to explicit accept and reject controls regarding
their location, the clarity of the mapping, and the possibility of
accidental activation. For example, “Moving your hands somewhere
else to operate (buttons) can be bothersome” (S5); “I need to think for
a long time about which button is reject” (S6); “I may press the button
by mistake when holding my steering wheel tightly” (S6).
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No. Modality Combination Information and Controls

1 No HMI, the merging vehicle is an MDV Merging intention
2 No HMI, the merging vehicle is an AV Merging intention
3 HUD Merging intention
4 HUD and Haptic Merging intention and intended merging path
5 HUD, Haptic, and Buttons Merging intention, intended merging path, and explicit approve and reject controls
6 HUD, Haptic, and Push–Pull Gesture Interface A Merging intention, intended merging path, and explicit approve and reject controls
7 HUD, Haptic, and Push–Pull Gesture Interface B Merging intention, intended merging path, and explicit approve and reject controls

Table 1: Overview of modality combinations and information and controls across stimuli.

Figure 5: Mean ratings with standard error (SE) across five post-stimulus questions for each of the seven stimuli. Ratings were
given on a 5-point Likert scale (-2 = Strongly disagree, 2 = Strongly agree).

In addition to the general themes discussed above, we separately
report haptic-specific feedback, as these mentions were both con-
centrated on a single design feature (the haptic alert) and reflected
different interpretations. Some participants described it as “improv-
ing the clarity of the interaction” and “resembling a direct message
from the merging vehicle”, indicating that the haptic alert may help
them recognise the intent of the AV. However, some participants
found it unclear, distracting, or even misinterpreted it as a vehicle
malfunction.

4 Discussion and Conclusions
The post-stimulus questionnaire ratings indicated that the HMI
designs in stimuli 5-7, which featured implementation of visual
cues, haptic alerts, and explicit approve and reject controls, may
perform better in communication clarity, perceived adequacy, safety
perception, trust in AV behaviour, and decision-making efficiency.
Open-ended feedback, particularly the mentions of sense of control,
lack of control, and perceived aggressiveness and rudeness, further
suggests that such HMI designs may enhance sense of control and
reduce perceived aggressiveness and rudeness of AVs, while other
factors, such as clarity and placement, remain critical.
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Table 2: Preliminary summary of open-ended feedback across all stimuli (S1–S7). Numbers show the frequency of mentions for
each theme per stimulus.

Theme Description Number of mentions
S1 S2 S3 S4 S5 S6 S7

Perceived safety and trust Perceived safety and trust in the interaction. 3 4 4 2 1 0 1
Perceived aggressiveness and rudeness Perceived rudeness and aggressiveness of themerging vehicle. 3 2 1 2 0 0 0
Lack of control Feeling of not being able to influence the merging interaction. 4 6 5 4 0 0 0
Sense of control Feeling of being able to influence the merging interaction. 0 0 0 0 3 4 2
Clarity of interaction Clarity or the need for clarity of the HMIs. 5 6 10 7 8 5 5
Placement and ergonomics Placement, mapping, and ergonomics aspects of HMIs. 0 0 0 0 7 10 5

Drawing from the results, we outline preliminary design consid-
erations for HMIs in AV-human driver merge negotiation:

• Consideration for explicit driver input: Explicit accept and
reject controls may foster a sense of control and reduce negative
interpretations of AV’s intention, but need to be ergonomically
placed, clearly mapped, and appropriately combined with other
HMI elements to ensure clarity of the interaction and avoid acci-
dental activation.

• Consideration for placement and ergonomics: Especially for
input HMIs, the placements should be easily reachable without
disrupting the steering grip. The mapping should be visually
and/or tactilely distinct to ensure clarity and reduce cognitive
load.

• Consideration for the integration of different modalities:
Multiple modalities may complement each other, but the HMI
design should account for the specific strengths and limitations
of each modality to avoid cognitive overload or distraction.

In summary, this work explored how different combinations of
visual cues, haptic alerts, and explicit approve and reject controls in
HMI design shape human drivers’ experience in merge negotiation
with AVs. The study also raises design considerations regarding
explicit driver input, placement and ergonomics, and integration of
different HMI modalities. These design considerations contribute
to the design of HMIs to better study and support AV-MDV merge
negotiation.

5 Limitations and Future Work
As a preliminary investigation, this study offers early insights into
integrating explicit driver input and multimodal design in HMIs for
AV-MDV merge negotiation. However, the observed effects cannot
be disentangled from the influence of explicit driver input, different
modalities, and their combinations. Future work will further inves-
tigate their respective and combined contributions and persue: (i)
expanding and diversifying participant samples, (ii) incorporating
objective measures (e.g., eye tracking and response times) alongside
subjective measures to facilitate richer and more comprehensive
data analysis, (iii) systematically examining the effects of individual
modalities and their combinations, (iv) refining ergonomic place-
ment and interaction mappings, and (v) conducting high-fidelity
and on-road trials to assess safety outcomes such as gap acceptance
and collision rates.

Supplementary Material
For more details on the execution of this study, see the supplemen-
tary material (https://doi.org/10.4121/be60bbb2-5f7d-4ac9-b755-
2fae8ffe061c). The material is made public to support open science
practices in the AutomotiveUI community [6].
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