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Visual Feedback for In-car Voice Assistants

THOMAS MARINISSEN, Eindhoven University of Technology, The Netherlands

PAVLO BAZILINSKYY∗, Eindhoven University of Technology, The Netherlands

This study presents ambient visual feedback for automotive voice assistants to enhance driver interaction and safety through peripheral
visual cues. A user interface prototype incorporating ambient color feedback was evaluated through an online survey (N = 151 from 28
countries) and a lab-based user study (N = 24). Survey participants strongly preferred smartphone-integrated user interfaces, such as
Android Auto and Apple CarPlay, over built-in manufacturer systems, indicating a desire for consistent digital ecosystems. In the user
study, 18 participants favored the ambient feedback method over conventional or no visual feedback, citing improved visibility and
assistance. Statistical analysis revealed that ambient feedback improved user visibility, position, and usefulness ratings. However,
the need for auditory cues remained evident, confirming the importance of multimodal feedback in vehicles. These findings suggest
that ambient visual feedback is a promising direction for improving the usability of voice assistants and driver satisfaction while
supporting safer in-vehicle interaction.

CCS Concepts: • Human-centered computing → Auditory feedback; Empirical studies in interaction design.

Additional Key Words and Phrases: Automotive, User Interface, Voice Assistant, Visual Feedback, Speech Commands

ACM Reference Format:
Thomas Marinissen and Pavlo Bazilinskyy. 2018. Visual Feedback for In-car Voice Assistants. In Proceedings of Make sure to enter

the correct conference title from your rights confirmation emai (Conference acronym ’XX). ACM, New York, NY, USA, 16 pages. https:
//doi.org/XXXXXXX.XXXXXXX

1 Introduction

Modern automotive user interfaces (UIs) extend beyond traditional physical buttons and touchscreens by incorporating
natural input modalities such as voice recognition [11, 12, 31, 32], driver state monitoring through eye-gaze tracking
[16, 33, 51], and gesture controls [6, 7, 43], or combinations of these interaction modalities [4, 8]. Voice control has
advanced from being a clunky gimmick to understanding natural language thanks to advancements in Large Language
Models (LLMs) [34]. Modern voice control systems allow users to keep their eyes on the road while operating the
in-vehicle infotainment system and have been shown to be safer to use than touch-screen controls [39]. However,
a study conducted by the British transport consulting and research company TRL [46] found that voice-operated
infotainment systems increase driver reaction times. Although the effect on driver reaction times is not as great as when
using touch screens, it is worse than the impact of driving under the influence of alcohol or drugs [39]. Infotainment
systems bring many desirable features to users, but they could take away attentional demand from the primary driving
task if they are poorly designed [27]. According to Lentz et al. [24], the problems users might encounter with poorly
designed UIs are difficulty locating the correct option they need, unintended invocation of actions, tedious sequences
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2 Marinissen & Bazilinskyy

of interactions, error-prone repetitive actions or being overwhelmed by too many choices. These problems distract
the driver, as they increase the cognitive load required to operate the infotainment system. As driver distraction is
estimated to be a factor in up to 30% of all road collisions in Europe [47], it is necessary to improve interactions with
car infotainment systems and their voice assistants (VAs, often referred to as "virtual assistants"). EuroNCAP [13]
recognized this need and made the 2026 safety regulations stricter on the design of touchscreen controls [14, 45].

1.1 Ambient Displays

One solution that has the potential to present visual information without requiring too much attention is the use of
ambient displays and peripheral interactions [27]. Ambient displays can be defined as "abstract and aesthetic peripheral
displays portraying non-critical information on the periphery of a user’s attention" according to Mankoff et al. [28]. They
designed a set of heuristics specifically for ambient displays, based on Nielsen’s usability heuristics for UI design [35].

These design principles are in line with the design solutions offered by Lentz et al. [24], such as simplifying user
interactions by limiting user choices or providing context-aware responses. The Web Content Accessibility Guidelines
(WCAG) [50] provide principles for UI design that can also be applied to in-vehicle interfaces. The key principles are
Perceivable, Operable, Understandable, and Robust. The Perceivable principle recommends a sufficient contrast between
text and background and not solely relying on the use of color to convey important information, which is critical for
color-blind users. However, in practical implementations in cars, red generally indicates critical alerts, yellow/amber
indicates caution and green indicates normal operation [50]. As the visual feedback from VAs is non-critical, the color
red should therefore be avoided. Using these design principles, it is possible to design visual feedback for VAs that
does not demand as much cognitive load from the driver as compared to conventional VA feedback visualizations. This
reduction in cognitive load should have a positive effect on road safety.

1.2 Visual Feedback for Voice Assistants

Fig. 1. Visual feedback for Apple’s Siri in different environments. Left: Siri on iOS 18 [1]. Right: Siri on CarPlay [5].

Effective visual feedback for VAs is crucial to ensure that drivers can interact with these systems safely and efficiently.
In the latest generation of Apple’s mobile operating system, iOS 18, the visualization of their VA Siri will change from
an interactive logo to an interactive ambient color-changing ring around the screen [3] (left in Figure 1). In Apple
CarPlay [2], the "traditional" Siri logo remains as seen on the right side of Figure 1. This conventional, rather small,
visualization is not ideal for drivers, as its size can be problematic in meeting the "Visibility of state" and "Peripherality
Manuscript submitted to ACM
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Visual Feedback for In-car Voice Assistants 3

of display" criteria set by Mankoff et al. successfully [28]. Google visualized their VA based on defined system states:
Passive, Listening, Thinking, Replying, Incomprehension, and Confirmation, as seen in [25]. Each state has a distinct
visualization designed to enhance user interactions, following design patterns from Google’s Material 3 design system
[18]. These six states employed by Google can also be effectively utilized in ambient design.

Fig. 2. Ambient lighting display in the Volkswagen ID3 [49]. Left: ambient navigation indicators. Right: lighting variations for different
functions such as charging status or VA feedback.

Some cars, such as the 2024 Mercedes-Benz S-Class and the 2024 Volkswagen ID3 [15, 41, 49] (seen in Figure 2),
already use ambient displays to give visual feedback to the VA or other functions. Although these advanced ambient
lighting systems are very effective in bringing information to the periphery of a user’s attention, few cars are equipped
with them yet. As car manufacturers aim to reduce the number of parts, cost and complexity of their cars and strive to
maximize the use of the hardware in the car, a more cost-effective approach could be to provide ambient information
about the VA on the conventional infotainment display. Customizing the VA visualization for the user is necessary:
research indicates that no single voice is universally suitable for all listeners and situations [21]. This could suggest that
the same principle applies to its visualization characteristics, which may need to be tailored to individual preferences
and contexts for optimal effectiveness.

1.3 The Importance of User Experience in Cars

Hassenzahl (2010) defined that interactions with products can be characterized by two distinct qualities [19]: (1)
pragmatic qualities, which have practical and goal-oriented value and can be assessed through usability metrics, and
(2) hedonic qualities, which gain value from the enjoyment or pleasure of using a product. These qualities are closely
related to the usefulness (pragmatic) and satisfying (hedonistic) scores on the Acceptance scale [48]. As cars are both a
utilitarian and emotional product for users [37], user interactions with cars should be reviewed on both aspects.

The user experience (UX) of cars has become increasingly important to users and is therefore considered by car
manufacturers from the early stages of the development of new cars [22]. The infotainment system of a car and all
interaction methods such as screens, buttons, and voice controls play an integral role in the car’s UX. These systems are
dependent on the hardware installed in cars, underscoring their importance as evidenced by the significant investments
that car manufacturers make in their development and production. Electronics are projected to account for roughly 45%
of the total cost of a new car in 2030, more than double the proportion in the year 2000 [10]. The investments made in
improving the UX of cars go beyond hardware components: Mercedes-Benz, for example, is developing its operating
system MB.OS and allocated 25% of its R&D budget on software by the mid-2020s [30]. Simultaneously, a study by
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4 Marinissen & Bazilinskyy

McKinsey & Co has found that (1) nearly half of car buyers would not purchase a car without Apple CarPlay [2] or
Android Auto [17] and that (2) of those who have either of these systems in their car, 85% prefer it over the built-in
system of the manufacturer. In other words, the user’s need for phone connectivity in cars is dictating the battle in UI
preferences in cars and is important to consider when improving the overall UX of cars.

1.4 Aim of Study

This study examines the effectiveness and satisfaction of a peripheral ambient feedback visualization for the VA of
a prototype automotive UI. The novel visualization method is compared in a user study to a traditional method of
visualizing VA in cars and not showing any visual feedback at all. Expert interviews with industry stakeholders and an
online user questionnaire were conducted in preparation for the user study. New insights were included to improve the
prototype over multiple iterations. The research questions are defined as follows:

RQ1: How does peripheral ambient visual feedback to automotive voice assistants impact driver satisfaction and
effectiveness compared to traditional visual feedback methods?

RQ2: What effect do smartphone operating system, usage, and preferences have on user preferences for automotive
user interfaces and voice assistants?

Overall, this study aims to design ambient visual VA feedback that users prefer over conventional feedback visualizations
and can contribute to increased road safety.

2 Method

2.1 OnlineQuestionnaire

The research was approved by the Human Research Ethics Committee of the Eindhoven University of Technology, and
the participants gave their informed consent to use their data. To gain insights into people’s preferences for infotainment
systems and VA in cars, we created an online questionnaire. Participants were asked about their preferences for and
usage of VAs in cars and smartphones and their preferences for visual feedback from VAs. The full list of questions can be
found in the supplementary material. This questionnaire was shared with family and friends (snowball sampling) using
Google Forms (https://docs.google.com/forms) and posted on the Appen crowdsourcing platform (http://appen.com). In
Google Forms, no financial compensation was provided to the participants. In Appen, participants received 0.50 EUR.

A total of 151 people from 28 countries answered a questionnaire between July 5 and July 19, 2024. All participants
(59 female and 92 male) were older than 18 with a mean age of 34.8 years (SD = 13.3, median = 29). 24 participants did
not have a driver’s license, 26 participants owned a driver’s license for less than five years, and 100 participants owned
a driver’s license for more than five years.

2.2 User Study

A total of 24 people from eight different nationalities (Flemish Belgian, Brazilian, Polish, Dutch, Italian, Spanish, Greek,
and Taiwanese) participated in a user study in July 2024. All participants (11 female and 13 male) were older than 18
with a mean age of 43.1 years (SD = 12.9, median = 46.5). 23 participants had a driver’s license, one did not. None of the
participants were native English speakers.

Figure 3 shows the apparatus for the user study in the two closed rooms used as test environments: location A in
Leuven, Belgium and location B in Brussels, Belgium. The numbered items represent the following components: (1)
primary screen with driving footage AOC 24B1H (23.6" monitor) in location A or Philips Brilliance 235PL (23" monitor)
Manuscript submitted to ACM
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Visual Feedback for In-car Voice Assistants 5

in location B and (2) secondary (laptop) screen with automotive UI prototype and integrated microphone Lenovo Legion
5 15ACH6H (15.6" monitor). This screen was positioned as close as possible to the position of the infotainment display
in a left-hand drive car, offset to the right of the driver. The sound level in these rooms, measured shortly before each
participant arrived, varied between 35 and 50 dB in both locations.

Fig. 3. User study setup. Left: location A. Right: location B.

The primary screen displayed first-person driving footage to simulate a real-life driving scenario in which the user
must pay attention to the road. Three videos, recorded while driving according to the speed of traffic in first-person
view in an unmodified version of the game Grand Theft Auto V [40], were shown to the participants. These videos,
found in the supplementary material, were shown as videos playing on YouTube (https://www.youtube.com). The
participants were aware that the examiner started the videos through a wireless keyboard. They saw the YouTube
UI briefly before and after watching the videos. Each video lasted 5 minutes, consisted of mixed driving conditions
(rural roads and highways in the southern half of the game map), and contained audible traffic and engine sound. A
screenshot of each video can be seen in Figure 4.

(a) Video A: nighttime driving. (b) Video B: daytime driving. (c) Video C: driving during sunset.

Fig. 4. Screenshots of the driving footage shown on the primary screen.

The secondary screen displayed a simple automotive UI prototype, seen in Figure 5. This UI was specifically created
for this study in the (paid) basic subscription version of ProtoPie [44]. The UI contained three usable applications: a
navigation app, a music player, and temperature controls. These applications had limited functionality and could only
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6 Marinissen & Bazilinskyy

be controlled by voice commands (see supplementary material for a complete list). By pressing a dedicated hotkey, the
system was activated to start listening (hotkey mapping found in supplementary material). The standard ProtoPie speech
recognition functionality was used for the voice commands: this meant that only preprogrammed voice commands were
recognized by the system. The standard American English female voice of ProtoPie was used to give spoken feedback
(confirmation when a task was understood or completed correctly) or to answer questions asked by the participants.

Fig. 5. UI prototype in the passive state with all apps opened simultaneously.

The UI was created with two variations for the visual feedback of the VA, called Concept 2 (C2) and Concept 3 (C3),
which could be independently switched on or off through dedicated hotkeys. Turning both off resulted in no visual
feedback: Concept 1 (C1). The selected visual feedback was automatically displayed when the space bar hotkey was
pressed to start voice recognition. It could also be displayed by the click of another hotkey that did not start the voice
recognition. The error and success states could also be triggered by separate hotkeys.

The participants’ primary task was to give voice commands to the VA prototype. After every one-minute interval,
the examiner told the participants which command to give, after which they had to repeat the command to trigger the
system. Communication between the examiner and the participants was conducted in English, Dutch, or Portuguese
depending on the preferences of the participants, but all voice commands were given exclusively in English. Table 1
lists the voice commands used. A "Hey car" command always preceded the voice commands, as participants were told
that was the required trigger for the system to start listening to other voice commands; in reality, the examiner pressed
a key on a separate keyboard to trigger the VA to start listening. This happened out of the participant’s eyesight and
they were not made aware of this so as not to break the immersion of the VA. After the trigger command "Hey car", the
prototype accepted commands to control the UI. For Commands A3, B3, and C3 the examiner introduced one false
error for the VA: instead of pressing the space bar after the trigger command "Hey car" was given, the hotkey was
pressed, which did not start the voice recognition system and only the visual feedback of the listening state. This gave
Manuscript submitted to ACM
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Visual Feedback for In-car Voice Assistants 7

the participants the impression that the system was listening to their command but did not recognize it. This was done
to ensure that each participant experienced an error scenario at least once for each visual feedback variation.

At the same time, participants were asked to complete a secondary task: a list of questions about the driving footage
was provided on a printed sheet of paper (see supplementary material). Participants were given as much time as they
needed to read the questions before the video started, could reread the questions during the video, and were allowed
to write the answers on paper during the video or do it afterward. The purpose of the secondary task was to create
the immersion of driving in a car and to give participants a reason to focus on the primary screen rather than the
secondary screen. Participants were free to look at the secondary screen whenever they wanted, at the risk of missing
an answer to the driving footage questions found on the primary screen; this mimicked a real-life driving scenario in
which drivers can only keep their eyes off the road and on the infotainment screen for a short time. The order in which
the visualization variants were shown was randomized according to the Latin square method [42]. The order of voice
commands and videos was the same for all participants.

Table 1. Voice commands for giving instructions to the prototype during the user study.

Video Command Actions False error
Video A Command A1 Open navigation & Take me to Brussels no

Command A2 Give me a traffic update & Close navigation no
Command A3 What is the estimated time of arrival? yes
Command A4 Open navigation & Take me home no

Video B Command B1 Open Spotify & Play Michael Jackson no
Command B2 Close navigation no
Command B3 Play rock music & Close Spotify yes
Command B4 Open Spotify & Play Michael Jackson no

Video C Command C1 Open temperature & Temperature 20 degrees no
Command C2 Set fan speed to medium & Close temperature no
Command C3 Weather forecast & Close Spotify yes
Command C4 Open Spotify & I’m cold no

The examiner kept track of whether the voice commands (tasks) given by the participant were understood correctly
by the system, since the prototype did not log any type of data. If the voice command was understood on the first
attempt, the task was marked as "pass". If the voice command was understood on the second or third attempt by the
participant, the task was marked as an "eventual pass". If the voice recognition system could not recognize the voice
command given by the participant correctly after three attempts, the task was marked as a "fail". The answer sheets
for the questions about driving footage were used to check whether the participants found the correct answers. The
answers to the questions about the driving footage were kept track of and marked either as "correct" or as "incorrect".
All participants filled in a questionnaire (printouts of the forms used are available in supplementary material), which
consisted of three parts:

(1) Before experiment: questions related to demographic data, namely age and gender, and the use of smartphones
and cars.

(2) After each condition of the user study: participants were asked to answer the same set of four questions, give the
method a grade, and fill in the Acceptance scale [48]. Participants were allowed to provide open feedback for
each specific variant they had just experienced.

Manuscript submitted to ACM
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8 Marinissen & Bazilinskyy

(3) After experiment: questions related to the likelihood of using VA for different functions in their car, under
different circumstances, and the favorite variant of visual feedback was.

Data from both the online questionnaire and the user study was analyzed in MATLAB 2024A. The chi-square test or
ANOVA test was performed to determine the significance of categorical and numerical data. An alpha level of 0.05 was
used for all tests.

3 Results

3.1 Results from OnlineQuestionnaire

The questionnaire resulted in a total of 286 responses, 79 from Google Forms and 207 from Appen. The results of Google
Forms were all accepted as genuine participant data. On Appen, people from Venezuela were barred from joining the
questionnaire: a study by Onkhar et al. (2022) shows an extreme case of Venezuelan people being overrepresented in
the participant pool [36]. The ongoing economic crisis there may mean that the primary motivation for participants to
participate would be financial compensation, which could lead to people answering questions randomly to reach the end
of the questionnaire quickly. Not all Appen participants were trustworthy or suitable for the study. The questionnaire
was filled out 85 times in two seconds with the same age and nationality. Although the responses came from different
IP addresses, it was assumed that these results were not trustworthy and were therefore excluded from the final data
set. Furthermore, 122 participants were excluded based on two additional filters: (1) not being able to respond to four
test questions and (2) not meeting the age criteria allowed for 18 to 100 years. Among the responses from Appen, 72
met the requirements to be trusted as genuine participant data. After filtering, the online questionnaire resulted in a
combined total of 151 participants. There were 23 participants who did not have access to a car, and the remaining 128
did; either their car or others. Figure 6a shows that out of the 128 participants who have access to a car, 54 participants
did not have a VA in their car and the remaining 74 did. Figure 6b shows that out of the 74 participants who can use a
VA in their car, 25 participants do not use it and 49 participants do.
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(a) "Does your car have a VA?" (N = 128).
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(b) Monthly usage of VA in car (N = 74).

Fig. 6. Results for questions regarding car access and VA usage in cars. The results of Figure 6a and 6b are filtered: only respondents
with access to a car and a VA in their car were included respectively.
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Visual Feedback for In-car Voice Assistants 9

Of 77 Android users, 34 prefer Android Auto and 13 prefer the manufacturer’s interface. Of 72 iOS (iPhone) users,
42 preferred Apple CarPlay and 13 prefer the manufacturer’s UI. 33 Android users preferred to use the same VA in
the car as they used on their phone, and 13 prefer to use the manufacturer’s own VA. 37 iOS (iPhone) users prefer to
use the same VA in the car as they use on their phone, and eight prefer to use the manufacturer’s own VA. Figures 7a
and 7b show a strong overall preference for using UI and VA in the cars that participants use on their phones. These
figures show the combined results for all smartphone OS categories. Table 3 shows a significant correlation between
the participant’s smartphone operating system (OS) and the preferred car UI and VA.
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(a) "Which UI would you like to use in your ideal car?"
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(b) "Which VA would you like to use in your ideal car?"

Fig. 7. Results for questions regarding preferred UI and VA in cars.

Figure 8a shows that most participants required aural (ie auditory) feedback: a total of 131 participants like auditory
feedback, with or without visual feedback. Only 12 participants chose purely visual feedback. Figure 8b shows that 79
participants would be interested in context-dependent feedback.

Figure 9a shows that "context-dependent" and "feedback on top of the screen" score the highest (N = 49 and N = 36
respectively) for visual feedback placement. The background visual feedback scores are the lowest (N = 12). Figure 9b
shows that the concept of personalizing the VA is received mostly positively by the participants.

3.2 Results from User Study

The data of all participants was retained. Figure 10 outlines the responses of participants for four questions. Table 3
shows that on average C3 scores higher than C1 and C2 for the visibility, suitableness of position, helpfulness, grade
out of 10, and the Satisfying and Usefulness scores of the Acceptance scale. C3 scores lower than C1 and C2 in the need
for auditory feedback. Table 3 shows that in the categories of visibility, helpfulness, grade, satisfaction and usefulness
C3 scores significantly higher than C1. C3 scores significantly lower than C2 for needing auditory feedback.

Figure 10 shows the results for which participants in general gave each visual feedback method and the Usefulness
and Satisfaction scores on the Acceptance scale [48]. It can be seen that C3 is rated higher than C1 and C2 in these
three metrics. Table 3 shows that having some form of visual feedback from the VA (such as in C2 and C3) significantly
increases the grade and the Satisfying and Usefulness scores of the Acceptance scale [48] over not having visual feedback
(such as in C1). C3 does not improve significantly over C2 for these three metrics. The final question of the user study
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Fig. 8. Participants’ preferences for VA feedback in cars.
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Fig. 9. Participants’ preferences for VA placement and personalization in cars.

asked participants to mark their favorite visual feedback method. 18 participants marked C3 as their favorite visual
feedback method, 4 responded C2, 1 responded C1, and 1 participant had no preference.

In open feedback, the visibility and position of the visual feedback were mentioned too: for C2, 4 participants
mentioned that the position of the visual feedback should be closer to the driver to better appear in the peripheral
vision. Not all changes in color for the different states of the system were perceived by the participants (mentioned
13 times for C2 and 7 times for C3): the error state (orange flashes) was generally perceived and understood, but the
confirmation state was not seen by the participants making these remarks. The movement of the screen was better
detected in the peripheral vision than the color changes: for C3, some participants did not remember how the system
changed visually when switching from the passive state to the listening state, but they were aware that the system
had responded to their voice command. One participant wrote: "I did notice something was changing when the car was
Manuscript submitted to ACM
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Table 2. Statistical analysis: chi-square test for categorical data. Significant scores marked in bold. (Note: FB stands for feedback)
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Gender x
Driver’s license 0.322 x
Transport method 0.017 <0.001 x
Car access 0.011 <0.001 <0.001 x
Freq. car usage 0.793 0.064 <0.001 <0.001 x
Yearly km driven 0.214 <0.001 0.001 <0.001 <0.001 x
VA in car 0.001 0.024 0.048 0.001 0.141 0.010 x
Freq. VA in car 0.848 <0.001 0.288 0.163 0.219 <0.001 <0.001 x
Phone OS 0.532 0.154 0.281 0.207 0.119 0.375 0.429 0.999 x
Phone screen time 0.332 0.258 0.275 0.276 0.109 0.060 0.497 0.941 <0.001 x
Freq. VA on phone 0.578 0.805 0.537 0.231 0.037 0.057 0.211 <0.001 0.862 0.170 x
Pref. Car UI 0.416 0.599 0.272 0.395 0.183 0.133 0.024 0.025 <0.001 0.453 0.069 x
Pref. car VA 0.145 0.510 0.336 0.804 0.080 0.573 0.452 0.396 0.016 0.002 0.007 <0.001 x
Pref. VA FB 0.580 0.210 0.098 0.437 0.402 0.690 0.336 0.439 0.315 0.015 0.397 0.314 <0.001 x
Pref. VA visual FB 0.798 0.681 0.782 0.686 0.252 0.586 0.072 0.097 0.283 0.621 0.191 0.227 0.012 <0.001 x
Pref. place for VA FB 0.669 0.862 0.466 0.518 0.225 0.326 0.949 0.993 0.889 0.861 0.058 0.954 0.180 0.045 0.628 x

Table 3. Mean scores for user preferences and Acceptance scale [48], with standard deviation in parentheses, and post-hoc Anova
test results. Significant scores are marked in bold.

M (SD) p-value of post-hoc ANOVA
C1 C2 C3 C1 vs. C2 C1 vs. C3 C2 vs. C3

Visibility 0.208 (1.062) 0.792 (0.833) 1.000 (1.063) 0.765 0.025 0.986
Position 0.167 (1.050) 0.750 (0.944) 1.250 (0.944) 0.002 0.689 0.736
Helpfulness -0.167 (1.167) 0.958 (0.955) 1.125 (0.900) 0.476 0.009 0.068
Auditory 1.333 (1.050) 1.000 (0.933) 0.583 (1.100) 0.064 0.331 0.014
Grade 5.292 (2.236) 6.708 (1.429) 7.500 (1.720) 0.024 <0.001 0.296
Satisfaction -0.063 (1.061) 0.750 (0.711) 0.938 (0.959) 0.009 0.001 0.762
Usefulness -0.067 (0.965) 0.617 (0.736) 1.050 (0.893) 0.022 <0.001 0.203

listening, but I was not fully aware of which color and how it changed on the screen exactly. When the car flashed yellow,

I knew I had to repeat my command." The blinking effect of the listening state in C2 was specifically mentioned as a
positive by 3 participants. One participant wrote for C2: "The pulsing animation raised my attention but the dimension of

the dot and the position made it not as visible as it was for other feedback." For C1, 8 participants gave negative feedback
on not having any visual feedback: there were mentions of needing auditory feedback as well as visual feedback and
that this method might not be safe. One participant wrote: "I need some kind of feedback from the system which does not

stay quiet when it does not understand me. In this way, we can interact better when it did not understand me or if there was

a delay."

Manuscript submitted to ACM



573

574

575

576

577

578

579

580

581

582

583

584

585

586

587

588

589

590

591

592

593

594

595

596

597

598

599

600

601

602

603

604

605

606

607

608

609

610

611

612

613

614

615

616

617

618

619

620

621

622

623

624

12 Marinissen & Bazilinskyy

Stro
ngly disagree

Disagree

Neither d
isagree or a

gree
Agree

Stro
ngly agree

Don't k
now

0

2

4

6

8

10

12

14

16

18

C
ou

nt

C1
C2
C3

(a) "The visual feedback of the VA was clearly visible."

Stro
ngly disagree

Disagree

Neither d
isagree or a

gree
Agree

Stro
ngly agree

Don't k
now

0

2

4

6

8

10

12

14

16

18

C
ou

nt

C1
C2
C3

(b) "The visual feedback of the VA was located in a well-suited
position on the screen."

Stro
ngly disagree

Disagree

Neither d
isagree or a

gree
Agree

Stro
ngly agree

Don't k
now

0

2

4

6

8

10

12

14

16

18

C
ou

nt

C1
C2
C3

(c) "The visual feedback of the VA helped me understand what
the system was doing."

Stro
ngly disagree

Disagree

Neither d
isagree or a

gree
Agree

Stro
ngly agree

Don't k
now

0

2

4

6

8

10

12

14

16

18

C
ou

nt

C1
C2
C3

(d) "Auditory feedback is necessary with this specific type of visual
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Fig. 10. Participant responses for questions regarding visual aspects of VA visualizations.

4 Discussion

This study aimed to evaluate the effectiveness of a novel ambient visual feedback system for VAs in cars, comparing
it to conventional visual feedback and without visual feedback. In response to RQ1, the results indicate a strong
preference for the ambient visualization method (C3, N = 18) over the conventional method (C2, N = 4) and no visual
feedback (C1, N = 1), aligning with the literature that ambient displays can enhance user experience and safety in
automotive environments [23, 38]. In particular, these results from the user study contrast with the insight of the online
questionnaire, where the concept of background VA visualization was the least popular suggested method (as seen in
Figure 9a).

The results of the survey demonstrated a strong preference of the respondents for Apple CarPlay and Android Auto
over the proprietary UIs developed by the car manufacturers. These results address RQ2 and are consistent with the
Manuscript submitted to ACM
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literature, which highlights seamless integration and familiarity with these smartphone-based systems as key factors
driving user satisfaction [26, 29]. The participants favored the continuity of using the same UI and VA in different
environments, suggesting that automotive UIs should aim to achieve greater compatibility with popular smartphone
platforms.

The ambient visualization method (C3) was preferred by 18 out of 24 participants, significantly outperforming both
C1 and C2 on various metrics. C3 was rated higher in terms of visibility, positional suitability, and assistance value
(Figures 10a-10c). This preference for C3 indicates that ambient visual feedback is more noticeable and helpful to
drivers, possibly due to its less intrusive nature and better integration with peripheral vision [20]. Despite the strong
preference for C3, the improvements over C2 were not statistically significant in some metrics, such as overall grade,
satisfaction, and usefulness (Table 3). This suggests that while ambient visualization is favored, the conventional method
still holds substantial value and may be effective in scenarios where less cognitive load is demanded from the driver.
A critical insight from the study is the necessity of auditory feedback in conjunction with visual feedback. Most of
the participants agreed or strongly agreed that auditory feedback is essential in all three conditions (Figure 10d). This
finding underscores the importance of multimodal feedback systems in automotive environments, as purely visual
feedback cannot replace the immediacy and clarity provided by auditory cues, especially when the driver’s visual
attention is primarily focused on the road [9].

4.1 Limitations and Future Work

The prototype’s secondary screen did not align with typical infotainment display positions, affecting visualization
visibility. This could be addressed through on-road testing or AR/VR simulations. Voice recognition was limited, often
requiring repetition and misinterpreting commands. Improving voice technology is essential, as natural language
interaction is key to effective use of virtual assistants. Visual feedback alone is insufficient if voice input remains
unreliable. The prototype lacked features found in systems such as Apple CarPlay or Android Auto, which may have
influenced participant impressions. Future studies should use more feature-complete or real-world UIs. The absence of
gesture or gaze tracking and quantifiable interaction data also limited objective evaluation. Including these elements
would strengthen the behavioral analysis. Some participants over-focused on the secondary task, unlike real-world
drivers who would glance at displays more frequently. A more naturalistic setting would offer better insight. Future
research should focus on improving voice recognition, testing in realistic contexts, and exploring multimodal feedback.
The role of VA feedback in automated driving also deserves attention, as the shifting of cognitive load may change the
way ambient displays are used.

5 Conclusion

This study explored the effectiveness of ambient visual feedback for voice assistants (VAs) in cars, comparing it
with conventional visual feedback and no visual feedback. The results indicate a clear preference for the ambient
visualization method (C3), which was favored by 18 out of 24 participants. C3 outperformed the other methods in
terms of visibility, positional suitability, and assistance value. However, the need for auditory feedback alongside visual
feedback (multimodal feedback) was also emphasized, as purely visual feedback was considered insufficient for effective
interaction. Despite the promising results for ambient visual feedback, limitations such as restricted voice recognition
capabilities and the prototype’s limited functionality were noted. Future research should focus on improving voice
recognition, developing feature-complete prototypes, and conducting studies in more naturalistic driving environments.
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In general, the findings suggest that ambient visual feedback has significant potential to improve driver interaction and
satisfaction with VAs in cars, pointing to a promising direction for future automotive UI development.

6 Supplementary Material

The supplementary material containing the questionnaire, videos and analysis code can be found at: https://www.
dropbox.com/scl/fo/jmsn9g4y9g5zj8kc95xvc/ALltJ2SpPvNnskPCy7YSL2g?rlkey=toeyyqrdpjsfxxlr0a74x4s4f. The Pro-
toPie prototype can be accessed here: https://cloud.protopie.io/p/4dfbded4fb1d4793a626cf6c.
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