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Abstract
One of the major challenges that automated vehicles (AVs) are facing today is driving in an urban environment. In such
circumstances AVs must be able to communicate with vulnerable road users like pedestrians. To solve this problem,
external Human Machine Interfaces (eHMIs) are being developed. Previous research has failed to make a standalone
device applicable for every car brand.

The main question of this work is: How accurately can a standalone device communicate the speed and acceleration
of an AV towards a pedestrian in comparison to an integrated car system? To answer this research question a prototype
is made. Thereafter several experimental are executed to calculate the accuracy and reliability of the sensors used in
the device.

The results show that the accuracy and reliability of the total device are satisfactory when driving at constant speed or
when accelerating. By combining a GPS and an accelerometer the system can give an output that the car is going to
stop within 0.15 seconds after starting to decelerate. Moreover, the eHMI is able to give an output within 0.1 seconds
after it starts to accelerate. However, when standing still, the delay created by the GPS is too large which results in
delayed output that the car has stopped of 0.688 ± 0.282 seconds when using both sensors.

This work is a contribution to the development of a standalone device to support future research in the field of human
factors in the autonomous driving world and it facilitates the development of a universal AV-pedestrian communica-
tion.



1 Introduction

At the moment, there are about 1.4 billion cars on the
road [11]. In the course of time manually-driven cars will
be replaced by self-driving vehicles [31]. Hyundai and
Renault-Nissan, for example expect that, between 2025
and 2030, fully autonomous driving will be possible in
an urban environment [9].

One of the major challenges of automated vehicles (AVs)
is driving in such an environment. Then AVs have to be
able to communicate not only with other (automated)
vehicles, but also with vulnerable road users (VRUs) such
as cyclists and pedestrians [19],[15]. Right now, the com-
munication between VRUs and human drivers of non-
automated vehicles often relies on hand gestures and
other signals [26],[23] such as waving a hand or mak-
ing eye contact [18]. Future AVs might not contain a hu-
man driver and even if they do so the driver might be oc-
cupied with non-driving tasks and not pay attention to
the road. Human-human interaction will not be possi-
ble [22]. Consequently, it is important to find alternative
ways for AVs to communicate with VRUs.

A possible solution for AV-VRU communication could be
an external human-machine interface (eHMI) [3]. In the
case of an eHMI, the AV measures its own state and the
state of the environment (input) and communicates ad-
vice or its own intention to the VRU (output). Several
eHMIs are currently being developed worldwide. How-
ever, these typically rely on the instrumentation and soft-
ware interfaces within the car for inputting and out-
putting information. Therefore, they are often limited
to a specific car brand [29],[5]. The usage of such car-
internal systems makes the software usually complicated
[2]. Moreover car-specific eHMIs are also inconvenient
for investigating human behaviour in response to AVs,
because such eHMIs cannot be easily shared between re-
search groups using different cars.

To solve the problems mentioned above, there is need for
eHMIs that are generic and independent of the car. Ac-
cordingly, the aim of this project is to create a standalone
eHMI that is compatible with all AVs. The correspond-
ing software will be shared open source. In this way, the
eHMI could be implementable in different car brands
and thus utilised in future experiments in the field of hu-
man factors as well as allow AVs on the road to oper-
ate using this same software. Hereby AVs will be able to
communicate with pedestrians in a consistent manner,
which could prevent confusion, and thus increase road
safety [28].

The main question that is aimed to be answered in this
work is: How accurately and reliably can a standalone
device communicate the speed and acceleration of an AV
towards a pedestrian in comparison to an integrated car
system?

The first part of the paper provides a brief literature re-

view on the possibilities of the eHMI output and corre-
sponding input needed to generate these outputs. Next,
design requirements for the standalone eHMI are for-
mulated and used to create a series of conceptual de-
signs. By using a decision matrix, the most promising
concept is chosen and worked out into a detailed de-
sign. A prototype is built and quantitatively evaluated.
The paper ends with a reflection on the performance of
the prototype and recommendations for future improve-
ments.

2 Literature research

2.1 Input

Many different sensors are utilised to provide input to an
eHMI. Some of these sensors provide information about
the state and actions of the AV itself and others provide
information about the environment.

2.1.1 Input from the AV itself

A wide variety of sensors have been developed to provide
input to eHMIs regarding the speed and location of an
AV. The WEpod [4], for example, uses two GPS sensors
on the roof of the vehicle to determine its absolute posi-
tion. Furthermore, the WEpod is equipped with an Inter-
nal Navigation sensor, which measures the velocity of the
vehicle in all directions, and odometers that register the
rotations of the wheels that help determining the loca-
tion of the vehicle. Kato et al.[16] used Javad RTK sensors
to receive global positioning information from satellites.
These sensors are often coupled with gyro-sensors and
odometers to fix the positioning information. Sukkarieh
et al. [30] developed a navigation system combining a
GPS and an inertial measurement unit (IMU).

2.1.2 Input from environment

Data from the environment can be obtained through dif-
ferent sensors which can be optionally combined. Sandt
and Owens [28], for example, proposed the use of a li-
dar, a machine vision system that uses cameras or a V2X
beacon, which is a system that connects pedestrians, cy-
clists and other vehicles wirelessly to the AV. Likewise,
Kotseruba [17] stated that it is possible to use pedestrians
phones to broadcast their position, warning the AV that a
pedestrian is about to cross the street. Alternatively, Pen-
nycooke [27] proposed using the Microsoft Kinect sensor
to detect pedestrians. This sensor uses a RGB camera,
an infrared dot-pattern blaster and an infrared camera
to see its surroundings. Furthermore, Pennycooke used
sonar proximity sensors to define the distance to an ob-
ject. Moreover, the WEpod [4] uses among a wide array
of other sensors, automotive radars as primary detection
system and ultrasonic and lbeo lidars for additional in-
put.
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2.2 Output

Humans are able to estimate whether a car is going to
stop based on the deceleration of the car, but the accu-
racy of this assessment can vary depending on various
parameters such as the speed of the car and the light
intensity [1]. Previous research has shown that the ma-
jority of pedestrians find external interfaces useful on
top of solely observing the vehicle movement [23], [20].
Three types of output can be distinguished: output an-
nouncing the intentions of the AV, output that advises
the pedestrian what to do and output that shows the AV’s
recognition of the pedestrian by the AV [10].

2.2.1 Output announcing the intentions of the
AV

One way for an eHMI to interact with pedestrians is to
communicate the intentions of the AV, instead of telling
to pedestrians what to do. Habibovic and Klingegard [13]
designed a projection of a line on the road where the
car is going to stop and different LED outputs, such as
LEDs in the grill of the car simulating the airflow when
the car is moving. Similarly, Ford [29] designed a LED
strip that shows slow pulses of white lights moving back
and forth if the AV is yielding and rapidly blinking if it
is accelerating. Clamann et al. [7] also designed a LED
display, mounted on the front of the AV, which displays
the speed of the vehicle. Alternatively, De Clercq [8] pro-
posed a front brake light. Next to visual output, auditory
output has also been previously considered. Mahadevan
[21], for example, tested a speaker mounted on the vehi-
cle that played the messages "about to stop" and "about
to start".

2.2.2 Output advising pedestrians

Several ways have been proposed in which an AV can
advise pedestrians what to do when the vehicle is ap-
proaching. Drive.ai [25] and De Clercq [8] suggested us-
ing a display that shows "Walk" when the pedestrian is
safe to cross or "Don’t walk" if the pedestrian should
wait. Next to textual messages, Drive.ai also utilised
an icon of a crossing pedestrian. Likewise Clamann et
al. [7] made use of an Ampelmann icon. Another ap-
proach of communicating a recommendation is by dis-
playing a projection on the road. Mercedes-Benz [24] has
chosen to project a crosswalk on the street to indicate
to the pedestrian that it is safe to cross. The company
has also presented eHMIs that convey advisory auditory
messages.

2.2.3 Output showing recognition of pedestri-
ans

Apart from communicating a message to a group of
pedestrians as a whole, eHMIs targeting a single person
have also been considered. Here the aspect of pedestrian
recognition comes into play. Chang et al. [6] proposed
an eHMI with eyes on a screen that follow the pedestrian

while crossing. In a similar way, Pennycooke [27] used
the headlights to follow the pedestrian similar to how the
eyes of a human driver would. Graziano [12] presented a
LED strip all around the AV, with a light indication point-
ing towards the pedestrian and following the pedestrian
across the road. There is also the possibility of providing
haptic feedback to the pedestrians through wearable de-
vices, such as the vibration of phones or smartwatches.
The wearable device would vibrate to indicate that it is
safe to cross or a spoken message or sound could be sent
to the phone of the pedestrian [21].

3 Design

This section describes the design process of the eHMI
prototype. First, the requirements are presented and
motivated. Thereafter, by using a decision matrix, a de-
tailed design for the prototype is developed.

3.1 List of requirements

The design requirements are drafted based on the main
question of the paper as stated in the introduction: How
accurately and reliably can a standalone device commu-
nicate the speed and acceleration of an AV towards a
pedestrian in comparison to an integrated system? The
requirements are divided into two categories: design and
performance. The design requirements are fulfilled by
making particular assembly choices in the prototype.
The performance requirements will be experimentally
validated (see section 4).

Design

• The system is a standalone device. As explained in
the introduction, the benefit of a standalone device
is that it can be utilised for human factor research
and that it can provide a universal and clear mes-
sage to pedestrians when necessary regardless of
the car brand.

• The system should be applicable for every car. This
requirement is of great essence because there is not
much added value from being standalone if the sys-
tem is implementable only to one car brand.

Performance

• The system should give an output that the car is go-
ing to stop (e.g. “Decelerating” or a front brake light)
within 0.15 seconds after starting to decelerate. The
choice of a maximum 0.15 seconds delay is associ-
ated with gap acceptance. Matthias Begiato et al.
(2018) defined gap acceptance as: "...the decision
of persons on the last moment at which they would
safely cross a street before an oncoming vehicle."
The time gap before the car reaches the pedestrian
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at 30 km/h (i.e., the maximum speed for residen-
tial areas), is about 1.53 seconds. The chosen maxi-
mum delay of 0.15 s corresponds to one-tenth of the
smallest time gap.

• The system should give a different output indicat-
ing that the car has stopped (e.g. “I’ve stopped” or
“Walk”) within 0.5 seconds after stopping. We al-
lowed the accepted delay for the change of the out-
put when the car has stopped to be larger than 0.15
seconds. This is because this output is less safety
critical than the output concerning the future action
of the AV described in the first requirement.

• The system should stop giving an output within 0.1
seconds after it started to accelerate. It is important
that the car does not give an output when it is ac-
celerating, especially if it is driving off at a pedes-
trian crossing. We calculated the maximum delay in
displaying the output by using the average zero-to-
sixty miles per hour acceleration of a car, which cor-
responds to 3-4 m/s2 [14]. Assuming that a car stops
2 meters in front of a zebra crossing and that the ac-
celeration is constant, the minimum time until the
car is at the zebra crossing is 1 second. We set the
maximum acceptable delay to 0.1 seconds, which is
one-tenth of the minimal time.

3.2 Conceptual Design

To make a choice for the conceptual design, we consid-
ered several different solutions. First, possible inputs
were set side-by-side. Thereafter, we looked at advised
outputs according to literature. Lastly, various stan-
dalone systems were compared. A decision matrix was
applied to choose a final design.

3.2.1 Input

To measure the speed and acceleration without using car
data, two types of sensor are often mentioned in liter-
ature: a GPS-module ([4],[30]) and an accelerometer or
IMU [30]. therefore, we set the requirement that these
sensors should be present in the device. Whether the
GPS-module, the accelerometer or a combination of the
two is the most accurate detector will be tested and eval-
uated in section 4 and section 5.

To detect whether the AV is stopping for a pedestrian,
and therefore should give an output, a detection sensor
is needed. According to Sandt and Owens [28] lidar has
very precise data mapping, but the current lidar hard-
ware is expensive. therefore the issue has been looked
at from a different angle. Instead of detecting a person, it
can be detected whether a car is in front of you or not by
using three ultrasonic sensors. These three sensors are
placed at the front side of the car: one on the left, one
on the right and one in the middle, all facing forward.
When there is a car in front of all three sensors, they will
measure about the same value (using a margin, to com-

pensate for the fact that the cars might not be perfectly
aligned). On the road the system would work as follow-
ing: when the vehicle is decelerating and stopping and
there is no car in front of it, there is a fair chance that
the AV is stopping for a pedestrian. On the other hand, if
there is a car in front of the AV when the AV decelerates,
it is at least not the first car to stop for a pedestrian, so
there is no use to give an output.

3.2.2 Output

Based on the output options presented in literature (see
subsection 2.2), we selected several possible outputs for
the eHMI. The options that we came across most of-
ten were either the usage of a screen to present an icon
[25],[7] or text [25],[8], or LEDs that simulate the move-
ments of the car [13],[29], therefore we decided that these
needed to be present or attachable in the final proto-
type.

3.2.3 Hardware

To be able to process these inputs and outputs, hardware
is needed. For a standalone device a few possibilities ex-
ist. Here we considered three types of tablets and an Ar-
duino. These devices were examined, because they are
affordable and standalone devices, which incorporate a
GPS and an IMU. In case of the tablets they also have a
display. The tablets considered are from Apple, Microsoft
and Samsung (IOS, Windows and Android). From these
brands, we chose the tablets with the largest screen size,
because the eHMI should give an output that is visible
from some distance [8]. The Arduino was considered,
because many different sensors and output possibilities
can be added to the board which makes the system easily
adjustable and versatile.

3.2.4 Decision matrix

In this section, hardware solutions are compared on the
ground of the requirements stated in subsection 3.1 as
well as on the selected inputs and outputs stated in sub-
subsection 3.2.1 and subsubsection 3.2.2. This analysis
is shown in Figure 1.

Each hardware solution is rated based on how easily
the the design requirements can be fulfilled with 0, 1 or
2.

0 corresponds to not available, 1 correlates to compati-
ble with the specific system and 2 means easily applica-
ble for the system. Moreover, we set a weight factor for
each requirement depending on its importance for our
project.
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Figure 1: Decision matrix

The matrix, shown in Figure 1, starts off with design ne-
cessities. These factors are essential to have a result that
can be implementable in different car brands and thus
usable in future experiments in the field of human fac-
tors. We have taken a look at whether the hardware could
be a standalone device and whether the system is appli-
cable to every car brand.

After the design goals, the necessary input sensors are
being evaluated for each system. The weight factor is
based on the essentiality of the sensor to build a work-
ing device while living up to the performance require-
ments.

In the last section of the matrix, the possibility to dis-
play the chosen outputs are assessed. As mentioned ear-
lier the options for visual feedback, that were taken into
consideration for the conceptual design are conveying a
message using LED’s or a screen displaying an icon or a
message. The hardware solutions concerning the output
are scored based on the following elements: the size, the
visibility in all weather conditions and the flexibility in
output options.

Based on the decision matrix shown in Figure 1 the Ar-
duino was chosen as the hardware solution, because it
scored the highest for both the design requirements and
the requirements set in subsubsection 3.2.1 and subsub-
section 3.2.2.

3.3 Prototype

A prototype of an eHMI is developed and experimentally
evaluated. The input, output and hardware will be elab-
orately described in the following section.

3.3.1 Input

In the prototype the sensors specified in Figure 2 are
used.

Figure 2: Specifications of GPS modules, accelerometer and
extra sensors

The wiring of the GPS-module and accelerometer are
displayed in Figure 3 and Figure 4 respectively.

Figure 3: Circuit GPS

Figure 4: Circuit Accelerometer
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The three ultrasonic sensors that are used (Figure 6)
are not waterproof, so we designed cases that were 3D
printed (Figure 5). So they can still be used on a rainy
day.

Figure 5: Solidworks design ultrasonic case

Additionally, a water and light sensor are implemented
(Figure 6). These are not necessary to achieve a work-
ing system, but they do have an effect on the amount
of energy the LED strip uses. Both sensors are used to
alter the brightness of the output so that it is not dis-
turbing at night and is visible in various weather circum-
stances.

Figure 6: Circuit Combination Ultrasonic sensors and
Water and Light sensor

3.3.2 Output

At the Cognitive Robotics department, a LED strip with
Arduino has already been built and tested by MSc stu-
dents M. Barendse and R. Agarwal (Figure 7).

The entire strip consists of 12 LED strips of 1 meter
mounted below each other. It makes use of WS2812
digital RGB LED strips with 60 LEDs p/m. Moreover,
a LED strip can draw a lot of current (60 mA per LED
unit, 12str i psx60LEDsx60m A = 43.2A) [32] from an Ar-
duino, therefore an Arduino Mega is used in combination
with an external power supply of 5V, which is connected

to the electricity grid. The strips are programmed with
the Neopixel library from Adafruit. Herewith, the LED
strip can be programmed to give different outputs, such
as text, colour and symbols/icons.

Figure 7: LED strip with green and blue output

The messages we want to convey are the following three:
1. No output 2. Decelerating output 3. Stopping out-
put. These three different outputs follow from the per-
formance requirements.

3.3.3 Hardware

The hardware that is part of the prototype consists
of multiple Arduino Uno boards. These are used to
control the input sensors. The GPS-module and the
accelerometer are mounted on two different Arduino
Unos, because the sampling rate for the GPS-module
(1 Hz) and the accelerometer (104 Hz) is different. The
Arduino Uno boards are connected to a power bank to
have a wireless power supply. To protect the sensors and
boards and to make sure the wires will not loosen by
accident, we designed a case shown in Figure 8.

Figure 8: Designed case

One of the sides has been removed to give more insight
in the design within. In the bottom layer the power bank
can be stored. In the top layer the Arduino boards and
breadboard can be secured. The holes in the layer in be-
tween are for the cable from the power bank to the Ar-
duino board. The holes on the sides are to be used for
external cables that have to be connected, for example,
to the ultrasonic sensors on the car. The case fits at the
back of the LED strip, so it will automatically have ex-
tra protection against unfavourable weather conditions,
such as rain.

The LED strip is controlled by an Arduino MEGA already
installed in construction of the LED strip.
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4 Experimental evaluation

An experiment was conducted to evaluate the proto-
type. In the experiment, an instrumented car was used
in order to determine the accuracy and reliability of the
GPS sensor and accelerometer of the prototype. Specif-
ically, we investigated the performance of these sensors
in measuring the speed, acceleration and deceleration of
the AV, as well as in identifying whether the AV is standing
still.

4.1 Methods

4.1.1 Experiment: Investigating the accuracy of the
sensory

In this experiment the accelerometer and GPS of the pro-
totype were compared with the highly accurate and pre-
cise sensors of an instrumented car, the Toyota Prius
from the 3mE faculty (Figure 9). The data from the ROS
(Robot Operating System) of this car will be considered
as the ground truth.

Figure 9: Toyota testing car

The first test was conducted with the aim of assessing the
performance of the eHMI sensors when driving at con-
stant speeds. In this test, the car started from rest and
then accelerated up to 10 km/h. Then the driver tried
to keep driving at this speed for 30 seconds. Thereafter,
the car accelerated to a speed around 20 km/h and kept
this pace for about 30 seconds. At last, the car acceler-
ated to around 30 km/h and stayed at this speed for ap-
proximately 30 seconds as well. Then the car stopped,
turned around and accelerated to 30 km/h to drive back
to the starting point. This test was conducted seven
times.

A second test was conducted to assess the performance
of the eHMI sensors in measuring accelerations. This
test consists of two parts. In the first part the car started
from rest, then it accelerated until 10km/h and stayed at
this speed for a few seconds. Next, the car accelerated to
20km/h and again stayed at this speed for a few seconds.
Similarly the car accelerated to 30km/h. Hereafter the
car decelerated likewise until coming to a standstill. This

test was repeated twice. For the second part of the accel-
eration test, the car accelerated to 10 km/h and then de-
celerated to a standstill once, to 20 km/h and to a stand-
still four times and four times to 30 km/h and back to a
standstill.

The data of the GPS and the accelerometer of the eHMI
were compared to the sensor data of the ROS of the car.
With these calculations the accuracy and reliability of
the GPS module was estimated.

4.1.2 Assessment criteria

The performance of the sensors can be assessed by com-
puting the errors. Before computing, the data is distin-
guished in two different situations: driving at a constant
speed and accelerating/decelerating. This is done to get
a clear impression if the accuracy and reliability of the
sensors differ in the various situations. All intervals for
the constant speed are added together to get the max-
imum available data. From this data the mean error,
root mean squared error, mean squared error and stan-
dard deviation are calculated for both the GPS-module
and the accelerometer. The same is done for the accel-
erating/decelerating intervals. The Root Mean Squared
Error is a measurement of the errors, where the square
root of the squared mean is taken. The mean squared
error makes the large outliers more significant in com-
parison with smaller outliers. This is computed, because
large outliers might mess with giving a clear and non-
flickering output. Next to these computations, the re-
sponse times or delays of the GPS-module is analysed,
which is of great importance to determine the reliability
of the sensor. This is done by determining 10 peaks from
the car data and comparing these with their associated
peaks from the data of the sensor. In this way their aver-
age delay is calculated. At last, the unitless mean absolute
percentage error is used, for comparing the two sensors,
the GPS-module and the accelerometer, which produce
data with different units. In Equation 1, the MAPE is cal-
culated.

M APE = 100%

n

n∑
t=1

∣∣∣∣ At −Ft

At

∣∣∣∣ (1)

Where,
- At = Data from the car
- Ft = Data from a sensor

4.1.3 Data processing

The GPS data from the car and from the GPS mod-
ule can be easily compared due to the time stamp that
comes with every time step. To be able to compare
the data, the data is first saved in arrays and are made
equal in length, using interpolation. When both arrays
are of equal length, the differences between the mea-
sured GPS speed and the real car speed are calculated
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and with these differences the various errors are com-
puted.

The data obtained from the accelerometer is not pre-
cisely in the same time frame as the data from the ac-
celerometer of the car, so the data has to be shifted to
the same time frame. This can be done by comparing a
fixed point that is identifiable in all sensors, for example
a bump in the road that gives an identifiable peak in the
z direction of both data plots.

As displayed in Figure 12, the raw data of the accelerome-
ter contains a significant noise. Three types of often used
filters were implemented and compared. The first filter
used, is a Butterworth filter. The cutoff frequency for this
filter is determined by plotting the magnitude bode plot
of the Fourier transform of the raw data and determine
where it stays around zero, from that point on, the data
is not useful anymore, because it only contains noise. We
found that this point was around 7 Hz. The sampling fre-
quency ( fs ) is 104 Hz. The normalised cutoff frequency
is than calculated by:

Wn = fc

fs /2

A third order Butterworth filter is used, since the accel-
eration data of the car is a moving mass, which is a third
order system. The second filter implemented is a moving
average filter with a sliding window. To determine what
window length should be used the data is filtered with
all window lengths from 2 to 20 in steps of 2. The mean
absolute errors of these filters are calculated and plotted
in Figure 10, a clear trend is visible. The optimal win-
dow length is the smallest window length with the low-
est mean absolute error, since using a larger window size
does not reduce the error any further and a larger win-
dow generates a larger delay. As can be seen in Figure 10,
the optimal window length is 12.

Figure 10: Mean absolute error after filtering with different
window lengths for a moving average filter

The last filter tested is also a moving average filter, but
based on exponential weighting. Then the optimal for-
getting factor has to be determined. The forgetting factor

Filter Butterworth
Moving average

sliding
Moving average

exponential
RMSE 0.1818 0.1795 0.1780

Table 1: Root mean squared errors for different filters

causes the value that has to be determined to rely on the
past samples, but with a decreasing factor, so that older
samples are slowly "forgotten". To get the optimal fac-
tor for this exponential weighting, the same method is
used as for the window length. The root mean squared
errors of moving average filters with forgetting factors
between 0.5 and 1 (maximum value) are shown in Fig-
ure 11.

Figure 11: Mean absolute error after filtering with different
forgetting factors for a moving average filter

Figure 12 shows the data of the accelerometer after fil-
tering with the third order Butterworth filter and the two
moving average filters. After testing and comparing dif-
ferent window lengths and forgetting factors, the sliding
window length has been set to 12 and the forgetting fac-
tor to 0.85, since these resulted in the most accurate fil-
tered data. The root mean squared errors (RMSE’s) of the
filters have been calculated and are shown in Table 1.
From these RMSEs it is derived that the moving aver-
age filter based on exponential weighting with a forget-
ting factor of 0.85 is best suited to filter the accelerome-
ter data. This filter will therefore be used for processing
the data.

The next step in data processing is about making a de-
cision whether or not to give output. In order to deter-
mine the output for the system, we designed three differ-
ent outputs: standing still, decelerating and a case with
no output. For the different outputs to take place, several
conditions have to be met. For standing still there are
two conditions: the speed of the GPS has to be close to
zero m/s and the accelerometer should measure an ac-
celeration that is close to zero as well. The limits were
not set precisely at zero to include for the errors in the
GPS-module and accelerometer.
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Figure 12: Accelerometer data after applying different filters

For the device to give the second output, that the car
is decelerating, there are several criteria that have to be
met. In the following pseudo code the first steps in the
process are described algorithm 1:

if the speed > 8.33 m/s then
Produce No Output;

else
if GPS measures deceleration then

Produce Output;
else

Produce No Output;
end

end
Algorithm 1: Example of decision code for only GPS-
module

This code was programmed in MatLab. The results of
this programming are displayed in Figure 17. In this fig-
ure the speed of the car (blue dashed line) and the mea-
sured speed (red line) are displayed. As displayed in the
graph, the blue line (car data) is almost equal to the red
line (GPS data), but the red line reaches each point a lit-
tle later. This is the delay of the sensor. In order to get rid
of this delay, an accelerometer is added to the process.
This is because the update frequency of the accelerom-
eter is higher then the update frequency from the GPS
module. Hereby, a deceleration or acceleration can be
detected sooner. Including the accelerometer in the de-
cision process brings an extra step in the pseudo code:

if the speed < 1 m/s and the mean acc < 0.2 m/s2 then
Produce Stopping Output;

else
if the speed > 8.33 m/s then

Produce No Output;
else

if the device measures < 0 m/s2 then
Produce Decelerating Output;

else
Produce No Output;

end
end

end
Algorithm 2: Pseudo code of combination of GPS-
module and accelerometer

4.2 Results

4.2.1 Data analysis of the sensors

In this section, the results of the data analysis of the dif-
ferent sensors are presented. By looking at the them sep-
arately, an analysis of the total performance of the system
as a whole is made.

A. The GPS-module

A graph of a test round is shown below in Figure 13.
This round consisted of driving at a constant speed of
10km/h, 20km/h and 30km/h and at the end, one ac-
celeration from 0km/h to 30km/h. Between driving
constant at 20km/h and 30km/h, the car had to make
some manoeuvres to turn around and stay on the test-
ing grounds (at around 16:17:30).
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Figure 13: Speed from car and GPS-module

In the graph, the time is plotted against the speed in m/s
measured by the GPS, and the instrumented car.

B. Accelerometer

In Figure 14 the measured accelerometer data is com-
pared to the data of the vehicle. They are represented
in a similar way as the GPS plots. The red line stand
for the car data and the blue line shows the data of the
accelerometer in our device. Before the data was plot-
ted the raw data of the accelerometer was filtered with
the moving average exponential filter from subsubsec-
tion 4.1.3 before the comparison with the car data was
made.

Figure 14: Acceleration from car and accelerometer

4.2.2 Data analysis of the car states

In contrast to the previous results, the data in this section
will be analysed according to the state of the car: driv-
ing at constant speed or accelerating. To determine the
assessment criteria for driving at a constant speed, only
specific time frames of the data are analysed.

A. Constant speed

Figure 15 , shown below, is a table presenting the assess-
ment criteria from the two different sensors. In this ta-
ble only the data when driving at a constant speed has
been analysed to see how accurate and reliable the sen-
sory perform in this state

Figure 15: Constant speed data analysis

When comparing the MAPE’s of the GPS and the ac-
celerometer,the GPS module comes out on top. There-
fore the constant speed can be measured most accu-
rately by a GPS module.

B. Acceleration and deceleration

In Figure 16 , the same errors are calculated in accelerat-
ing an decelerating states. In addition the delay has been
assessed with this data.

Figure 16: Acceleration/deceleration data analysis
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Because the GPS-module and the accelerometer mea-
sure in a different unit, the MAPE is used to compare
the sensors. Looking only at these relative values, the
accelerometer is more accurate in measuring the move-
ments of the car than the GPS-module. Also, the delay for
the GPS-module is 1.62 seconds, which is a lot larger than
our performance requirement. Combining these two re-
sults, the accelerometer is faster and more accurate in
measuring acceleration and deceleration than the GPS-
module.

C. Standing still

When the GPS sensor data is looked at separately, it has a
large error with detecting that the car is standing still. In
Figure 17 the "stopping" output is presented at a value of
-3.5. When zooming in on the intervals where a stopping
output is generated, one can observe an average delay of
0.688 ± 0.282 seconds, when using both sensors.

In the code that produces this step to -3.5, the stop-
ping output is generated if the GPS speed is below 2 m/s
and if the accelerometer gives an acceleration below 0.1
m/s2. This 2 m/s is of course not a reliable indicator
that the car is (almost) standing still, but the delay of
the GPS sensor was too large to use a value much closer
to zero. Because the stopping moments in this test are
short, the GPS would finally detect a value close to zero
m/s when the car would have actually started to acceler-
ate again.

4.2.3 Data analysis of the output states

The GPS sensor has the smallest mean error when driv-
ing at a constant speed (-0.004± 2.210 m/s) but it does
have an average delay of 1.62 seconds (Figure 16). When
calculating deceleration out of the speed measured with
a GPS-module, two moments in time after each other are
required. If v2 < v1 there is a deceleration. This extra
measurement takes 1 second, because the update rate is
1 Hz.

This total delay in displaying the output, generated with
the GPS-module, is then equal to the average delay of the
GPS-module plus the extra second. This adds up to a to-
tal of 2.62 seconds delay before an output is produced
by the device. This result can be seen in Figure 17 at the
bottom of the graph.

In the figure two lines are plotted: the output based only
on the GPS data (in thick red) and the output based on a
combination of the GPS and accelerometer (in blue). If
these lines are high, i.e. -3 on the right y-axis, the system
generates the decelerating output. If the lines are low,
i.e. -4 on the right y-axis, the system does not produce
any output. If these line are at -3.5, it means the system
detects that the car has stopped and the system gener-
ates the stopping output. The delay mentioned above
can be seen in these lines, when the blue line has gone
up to indicate deceleration, the thick red line goes up,

with an average of 2.87 seconds later every time. The
difference in this delay results from the use of a counter,
which will be explained in the next paragraph and in al-
gorithm 3.

The delay in the combination of the GPS and the ac-
celerometer exists of two parts. First, the accelerometer
has an update frequency of 104 Hz, meaning there is a
delay of 0.0096 seconds. The second part is a result of the
decision model. In this model a counter is implemented
to get rid of outliers in the raw data. Meaning that a sig-
nificant number of similar data points must occur after
each other in order to change output. This prevents the
output to change with every outlier in the data and an
example of this can be found in algorithm 3.

for i = 1 : length(speedVector) do
if data is higher than borderValue then

counter = counter + 1;
if counter > borderCounter then

Change state
end

end
end

Algorithm 3: Example of counter mechanism

In this example the counter principle is displayed. As one
can see, the counter value must be higher than a pre-
specified borderCounter, meaning that the for-loop must
have run at least that number of times with values higher
than the borderValue. Taking into account that the loop
runs every 1/104 seconds (update rate accelerometer), it
takes borderValue times 0.0096 seconds for a change of
the state to occur.

4.2.4 Summary

In conclusion, to measure the speed and acceleration of
the car it is best to use a combination of a GPS module
and a accelerometer. The GPS sensor has the smallest
mean error when driving at a constant speed (-0.004±
2.210 m/s) but it does have an average delay of 1.62 sec-
onds Figure 16. The accelerometer has the smaller error
during acceleration/deceleration (0.03± 0.39 m/s2) and
with a delay of only 0.009 seconds it can compensate for
the delay of the GPS-module.

The delay of the GPS-module causes problems in de-
tecting when the car is standing still. When the upper
boundary to produce an output for standing still is set at
a value close to zero m/s, this GPS-module is unable to
detect that the car is standing still before the car starts to
accelerate again.
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Figure 17: Decision graph for output

5 Discussion & Evaluation

This work aims to set the first steps in making a stan-
dalone eHMI for communication between autonomous
vehicles and pedestrians. It focuses on examining
whether or not it is possible to accurately and reliably
measure the speed and acceleration of the vehicle with-
out using the ROS of the car. It is important to gain in-
sight in this subject to facilitate human factor studies
with respect to AVs.

In this study, we tested a GPS module and an accelerom-
eter. The obtained data was compared to highly accurate
and precise data of an instrumented car. By comparing
this data the accuracy and delay of the sensors have been
calculated. By analysing these results it is determined
how the sensors should be implemented in the eHMI to
simulate the movements of the vehicle in the most accu-
rate and reliable way.

The most important result of our study is the founding
and validation that a combination of a GPS module and
an accelerometer in one standalone device is an accu-
rate and reliable way of measuring the speed and accel-
eration of a vehicle, looking at the performance require-
ments. However, the delay of our device when measur-
ing that the car has stopped is too large to be imple-
mentable. With the combination of the two sensors, a re-
sponse time less than 0.1 seconds after accelerating and
less than 0.15 seconds after decelerating, as stated in the

performance requirements, is acquired. These require-
ments could not be met using only one of both sensors
due to the delay in the GPS system and the noise of the
accelerometer output.

Due to limited availability of the instrumented car there
has only been one test moment to obtain data. In the first
part of the test the speed data from the GPS of the car
had not been saved due to a technical error. A shorter
test run was performed directly afterwards to still have
data, but this did result in a smaller amount of data to
analyse.

Secondly, the device did not meet the requirement to
give an output within 0.5 seconds after standing still.
This might be solved by using a GPS with a higher sample
frequency, so this sensor will be able to measure sooner
that the car is standing still.

Furthermore, the second design requirement to make
the device applicable for every car has not been met
completely. This is because the focus has been on the
input (which is applicable to every car), instead of also
adjusting the LED strip to make a universal mounting
system. Moreover, the LED strip that is currently used,
has a plug that needs 230 V, which is not easily accessi-
ble in every car. To make the device more universally ap-
plicable a new LED strip could be designed, which has an
easier mounting system and does not require an electric-
ity grid connection, for example by using a rechargeable
battery.
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In our study, not only the implementation of a GPS mod-
ule and an accelerometer are examined, several extra
features of a standalone device are looked at as well, i.e.
ultrasonic, light and water sensors. However, no data has
been collected to verify the functioning of these sensors,
because we focused our study on the movement of the
car. Future studies should focus on testing and analysing
these other sensors needed to design a standalone device
that functions similar to an integrated eHMI.

Our contribution to the field of human factor research
with respect to AVs are the results of the combination of
an accelerometer and a GPS-system. The overall conclu-
sion of our work is that the accuracy and reliability of
the total device meet our requirements when driving at
a constant speed or is accelerating. However, when mea-
suring that the car is standing still, the delay created by
our GPS is too large to satisfy that requirement.
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